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Chemically reasonable models of PR = Me, Et,'Pr, andBu) were constructed to apply the post Hartree

Fock method to large transition metal complexes. In this model, R is replaced by the H atom including the
frontier orbital consistent quantum capping potential (FOC-QCP) which reproduces the frontier orbital energy
of PRs. The steric effect is incorporated by the new procedure named steric repulsion correction (SRC). To
examine the performance of this FOC-QCP method with the SRC, the activation barriers and reaction energies
of the reductive elimination reactions ofids and H from M(RY)»(PRe), (M = Ni, Pd, or Pt; R = Me for

R? = Me, Et, or'Pr, or R = H for R? = 'Bu) were evaluated with the DFT[B3PW91], MP4(SDQ), and
CCSD(T) methods. The FOC-QCP method reproduced well the DFT[B3PW91]- and MP4(SDQ)-calculated
energy changes of the real complexes with RNF@r more bulky phosphine, the SRC is important to present
correct energy change, in which the MP2 method presents reliable steric repulsion correction like the CCSD-
(T) method because the systems calculated in the SRC do not include a transition metal element. The
monomerization energy of [RhCI3),]. and the coordination energies of CQ, N, and GH4 with [RhCI(P-

Prs3);]» were theoretically calculated by the CCSD(T) method combined with the FOC-QCP and the SRC.
The CCSD(T)-calculated energies agree well with the experimental ones, indicating the excellent performance
of the combination of the FOC-QCP with the SRC. On the other hand, the DFT[B3PW91]-calculated energies
of the real complexes considerably deviate from the experimental ones.

1. Introduction used for the theoretical studies of large systérrsthe QM/
In many computational studies of transition metal complexes, MM method, a whole system is spatially divided into the

the DFT method is widely used nowadays. However, the DFT chemically active region and the environment regiohThe
method tends to underestimate the binding energies of late-QM/MM method is becoming the standard technique to

transition metal complexes with large-conjugate systends.  investigate proteins nowadaysThis method is also liied to
Also, the DFT method does not describe correctly the dispersion Study solid catalyst$ and transition metal complexé!
interactio? which plays important role in the interaction However, the QM/MM method involves problems. Boundary

between bulky ligand and bulky substrate. In such cases, post-Problem is one of the major problems in the QW/MM methods,
Hartree-Fock (HF) methods should be employed. Mg#ler ~ asis well-known, which is how to treat the connection between
Plesset (MP) perturbation theory, the least expensive post-HFthe QM and the MM regions. ;I'?flgl_mple_ answer is the so-
method, is usually applied to large system since its computa- called link atom (LA) approachr,®*8in which the dangling
tional cost is reasonable. The MP method, however, often fails Pond in the QM region is usually capped by the hydrogen atom.
to describe the electronic structure of the first-row transition Though the free valence of the dangling bond is covered by
metal comple%* since the electron correlation effect is con- the H-link atom, this H-link atom leads to neglect of the
siderably large and the HF wave function, which is used as a electronic effect of the real substituent which is eliminated from

reference wave function of the MP method, is much different the QM region and treated in the MM regigfr* As a result,
from exact wave function in the first-row transition metal this simple H-link atom method gives rise to considerable error
complex. On the other handb initio methods such as CCSD- in the study of transition metal complexes because the electronic
(T) (coupled cluster singles and doubles with noniterative struqture of thg me_tal center is sensitive to the ligands, as will
evaluation of triples), CCSDT, and CASPT2 (complete active e discussed in this paper.
space with second-order perturbation theory) methods can Another approach to solve the boundary problem is the
present reliable results in most of the first-row transition metal localized self-consistent field (LSCF) method by Rivail etl.
complexes such as nickeind chromiurhcomplexes. However, In the LSCF method, the frozen localized orbital is employed
they need considerably large computational cost. to fix the free valence. Since this method does not introduce
Because of the large computational cost, various quantum the extra atom in the QM region, the electronic structure near

mechanical/molecular mechanical (QM/MM) methods are widely the boundary is kept as it is in the real system. However, it is
difficult to change the direction of the frozen orbital which
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SCHEME 1 pseudobond approach and the QCP method. This leads to the
generality of the theory. They succeeded in calculating large
@ transition metal complexes witlb initio methods such as the
CPS Coce CASPT2 metho¥#° by reducing the number of electrons
explicitly treated. However, it is not easy to use this method in
@ practice because the EGP method does not use the conventional
ECP format.
(a) Pseudobond approach (b) QCP In many transition metal complexes, the tertiary phosphine

(PRy) is used as ligand. Because the large tertiary phosphine
generalized hybrid orbital (GHO) method to solve the orthogo- considerably increases the size of the transition metal complex,
nalization problen?3 In the GHO method, four orbitals are the CASPT2 and CCSD(T) methods cannot be applied to the
placed on the boundary atom to represerittsgbrids; one of transition metal complexes with such large phosphine. Thus, it
them is the active orbital, which is included in the QM is worth representing the large alkyl group of tertiary phosphine
calculation, and the other three orbitals are treated as auxiliarywith the QCP method. The lone pair orbital of tertiary phosphine
frozen orbitals, which are necessary to satisfy the orthogonal plays important roles in the coordinate bond of tertiary phos-
condition. The GHO method is now employed in many studies phine. This means that the parameters of the QCP should be

of dynamics of proteind? determined so as to reproduce the lone pair orbital energy of
The alternative approach to large molecules is the ONIOM PR;. The same idea was previously proposed by Koga and
method developed by Morokuma and his co-workéf8In the Morokuma with a different shift operatét.In their method,

ONIOM method, a whole system is separated into an important the Coulomb integral of a chosen orbital of a model system is
region (model) and the other region; for example, in the 2-layer shifted to reproduce the lone pair orbital energy of the real
ONIOM (ONIOM2) method, the energy of the total system is system.
represented by the sum of the high level (expensive) calculation In this paper, first, we wish to report how to construct the
of the model and the difference between low level (inexpensive) QCP method to reproduce the lone pair orbital energy af PR
calculations of the model and real systems, as shown below:where R is an alkyl group such as Me (methyl), Et (ethgy,
(isopropyl), andBu (tert-butyl). Because the lone pair orbital
Eoniomz = Eiowreal ~ Eiowmodeit Enigh,model (1) of PRs is HOMO and plays important roles as frontier orbital,
such a parametrized QCP method is called frontier orbital
where the terms “low” and “high” in subscript mean the consistent QCP (FOC-QCP), hereafter. Then, we will examine
computational level to be applied. In the model system, extra the performance of this method in the reductive elimination
atoms must be introduced to cap dangling bonds, when the realreaction of ethane from M(Mg)PRs), [M = Ni, Pd, Pt; R=
system is one molecule. Thus, the ONIOM method has the sameMe, Et], which is one of the typical organometallic reactions.
problem of electronic structure deviation as the LA approach. The next is to propose a new procedure to incorporate the steric
Several approaches have been tried to solve this boundaryeffects of the real group into the model system with the post-
problem in the LA approach. Antes and Thiel used the specially HF method. This procedure is very effective; note that the steric
parametrized link atom called the adjusted connection d&fom. repulsion has not been corrected well in the most QM/MM
This method improves the electronic structures near the bound-methods but the correction of steric repulsion is necessary to
ary, but it has been implemented only for the semiempirical present a reliable result, as will be shown in this work. Also,
method. For theab initio and DFT methods, Zhang et al. we will evaluate the coordination energies of small molecules
proposed a pseudobond appro#tim, which the boundary atom (CO, H, Ny and GHj) with [RhCI(PPr),],, using the
has seven electrons, like halogen atom, as shown in Scheme lgombination of the CCSD(T), FOC-QCP, and SRC methods,
and the electronic property of the real system (usuafycargbon to compare the theoretically evaluated binding energies with
atom) is reproduced with the effective core potential (ECP). the experimental valueg.
This strategy is simple but reproduces well the charge and
geometrical features. DiLabio et al. proposed a similar scheme2. Theory. The FOC-QCP Method and Parametrization
called the quantum capping potential (QCP) metAdar the
ab initio and DFT methods. In the QCP method, the electronic
properties are also reproduced with the parametrized ECP, but
the boundary atom has only one electron, like hydrogen atom.
The conventional ECP format is employed in these methods,
and thus these methods can be easily applied to various systems.
Yasuda and Yamaki reported a similar method, which is called =U.(r) + Z, z {U,(r) = U (O}|I,mm| (2)
minimum principle?® In this method, the effective potential was
placed not only on the boundary atom but also on the atom
attached to the boundary atom. Recently, Sklviand Martnez where theU; is the effective potential which comes from the
proposed a multicentered valence electron effective potential individual Fock equation (eq 3) and theis the maximum
(MC-VEEP) methoé® based on QCP. They introduced the quantum number of angular momentum of projection operator.
effective potentials to the hydrogen atom of the methyl group
to reproduce the exchange repulsion, while the hydrogen atom (—=1/2v? — ZJr+ U+ Wy =ex )
has no basis set. Poteau and co-workers recently developed an
effective group potential (EGP) meth8do replace functional They, is the shape-consistent pseudo-orbital constructed by all-
groups such as S#1PH;, NH3, CO, or Cp (cyclopentadienyl)  electron atomic valence orbitals, and thés the corresponding
by an imaginary system bearing bonding electrons and effective orbital energy. Th&, is the effective nuclear charge, which is
potential without nucleus. In the EGP method, the effective usually taken to be equal to the number of valence electrons.
potential includes a generalized projection operator unlike the The W includes Coulomb and exchange integrals between the

First, we wish to mention the outline of the QCP method
and how to determine the effective potentials for the tertiary
phosphlne As described above, the QCP method employs the

conventional ECP format:
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valence electrons. The, effectively replaces the core-valence SCHEME 2
Coulomb and core-valence exchange terms of the all-electron

operator. In the conventional codes, the individual is

represented by Gaussian expansion, eq 4:

et
Un=r77% Crexp-5r) @
. J ———
£ T
whereny is an integer of 0, 1, or 2. Q Q ;o
The first step is to set the conventional ECP and the valence PMe; —e— e 2 ,f' d, (Metal)
basis set of carbon atom. Usually, the ECP of carbon atom is Ip(P)x2 ‘f\’ "
used to replace two 1s electrons, while four electrons of 2s and L% ;’ra’
2p orbitals are explicitly treated as valence electrons. In this ey, T %} !
case, the effective nuclear cha@gds four. In the QCP method, R ‘,’

on the other hand, three valence electrons are further replaced % 1
by ECP, and therefore, the effective nuclear charge becomes \ ;
one ¢, = 1). Consistent with this nuclear charge, the Coulomb Ao
term in the Fock operator must be decreased freffr to —1/

r. To consider this Coulomb term, the3/r term is added to . .

the usual ECP for carbon. The ECP should decay as the distancete:‘,):lfbe(;]nS I\;‘;I: evl\r/iet,htrgse(élcsoﬂ;fgg[;iig%nt;alszlé;e'é;v %Shﬁggggzg Z)tr
becomes larger, because of the screening by the electrons 1. 34 which are the usual valence basis set and ECP named as

yalence shell. Thus, the additional expongntial term (ExBly CRENBL?2* because the basis set size is reasonable. The
IS adlzjed tg _decreellse tgi ECP as ;hi ?rllstance |nc;ea?es. AS @mbination of this basis set and the FOC-QCP reproduces well
result, eq 5 is employed here, in which the power{2) of r the lone pair orbital energy of BRas will be discussed below.

Is taken to be-1, Also, there are several candidates for computational methods

to be employed to optimize the parameters. In the QCP and the

— n—2 o2

Ui(Pqce = Ui(r) + Cr* exp(=2r) ®) MC-VEEP methods, the HF method was employed. In the

. pseudobond approach, the hybrid density functional method

whereU(r) means conventional ECP for carbon. (B3LYP) was employed. Here, we employed both of the

In the original QCP method, the exponéntalue is fixed to - -5 ational methods, the HF and the hybrid density functional

be 1.29 and the coefficient is optimized so as to reproduce the method (B3PWOL1JS for parametrization, and examined which
geometrical features and Mulliken populations of ethane in ;g atier. ’ '

which one of methyl groups is replaced with the QCP carbon
atom (C2¢P). In the MC-VEEP method, on the other hand, the
sum of coefficients is fixed to be-3.

In eq 5, we need to optimize the coefficie@t and the The geometry of PRwas optimized by the DFT[B3PW91]
exponent of the additional term. Preliminarily, we investigated method with 6-31G basis set&’ where a d-polarization
the dependency of the computational results on the coefficient, function was added to P. In each geometry, the vibration
in which the FOC-QCP method was applied to the reductive frequencies were calculated to confirm that it was an equilibrium
elimination of ethane from Pt(ll) complex. The coefficient was structure. The orbital energies were calculated with the HF and
arbitrarily assumed to be2.8, —2.9, —3.0, —3.1, and—3.2. the DFT[B3PW91] methods, where the cc-pVDZ basis sets were
Then, thel value was numerically optimized for each coefficient employed for all atom&
value, so as to reproduce frontier orbital energy, where the space Geometries of transition metal complexes were optimized
distribution of the frontier orbital was not considered. The with the DFT[B3PW91] method, where core electrons of Ni
activation barrier and the reaction energy little depend on the (up to 2p), Pd and Rh (up to 3d), and Pt (up to 4f) were replaced
coefficient value; see Supporting Information Table S1. From with the effective core potentials (ECPs) of the Stuttgart
these results, we decided to empleB for the coefficientC Dresder-Bonn (SDB) group®“° and their valence electrons
and numerically optimized thgvalue for this coefficient value.  were represented by (311111/22111/411/1) basi &mt Ni

Now, let us start to discuss the FOC-QCP foPRhe model and (311111/22111/411) basis $étfor Pd, Pt, and Rh. For
system is represented as#®%, where G®) means the pseudo- the PR, 6-31G basis set$3” were employed, where a d-
carbon atom parametrized for the R group; for exampté’< polarization function was added to P. For the other atoms,
is a model of the Me group. The lone pair orbital ofd?®Rhich 6-31G(d,p§® basis sets were employed, where one diffuse
is HOMO, is frontier orbital because BRoordinates to the  function was added to CF This basis set system is called
metal with its lone pair orbital. This lone pair orbital interacts hereafter BS-1. Vibrational frequencies were calculated with
with the d orbital of the metal to significantly influence the the DFT[B3PW91]/BS-1 method in all the stationary points to
energy level and the expansion of the d orbital of the metal, as check if they were either equilibrium structure or transition state.
shown in Scheme 2. The d orbital further interacts with the The energies were evaluated with the CCSD(T), MP4(SDQ),
substrates and/or the other ligand which are at the poditos and DFT[B3PW91] methods by using the DFT[B3PW91]-
to PRs. It is likely that the electronic effects of BRan be optimized geometries. In the energy evaluation, the better basis

3. Computational Details

reproduced well if the lone pair orbital energy of PR set system (BS-2) was employed as follows. For Pd, Pt, and
reproduced by the FOC-QCP method. Thus, we numerically Rh, two f polarization functiorfé were added to the above-
optimized the exponert value, as described above. described basis sets with the same ECPs. For Ni, the cc-pVTZ

The combination of basis set and ECP are also important. In basis se&€ was employed because the cc-pVTZ basis set or a
the QCP and MC-VEEP methods, the even-tempered (5s5pld)better one should be used for Ni to present reliable energy
[5s5p1d] basis s&twas employed. This basis set is, however, change with the CCSD(T) methddwhile a g polarization
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Figure 1. Geometries of PMg PEg, PPr;, and PBu; optimized with
the DFT[B3PW91]/BS-1 method. Bond lengths are in angstroms, and
bond angles are in degrees. In parentheses are point groups.

TABLE 1: The HOMO Energies (eV) Calculated with the
DFT(B3PW91) and RHF Methods of PH;, PMes, PEt;, PPrj,
and PBuz

PH, PMe;  PEg PPr,  PBus
B3PW91  -7.56 —6.06 —598 —574 —555
RHF -1053 -890 -878 -849 -822

TABLE 2: The Parameters of Additional Effective Potential
for C*® Optimized with RHF and DFT[B3PW91] Methods

4

PRs n C RHF B3PW91

PMe; 1 —3.0 1.46997334 1.58297547
PE% 1 —-3.0 1.49525346 1.60203115
PPr; 1 —3.0 1.48708431 1.59434019
PBus 1 —-3.0 1.49195717 1.59406618

function was removed. Fortnolecule and chlorine atom, aug-

J. Phys. Chem. A, Vol. 112, No. 9, 2008949

rotation of phosphine would occur around the-M bond. The
RHF-optimized¢ values are somewhat smaller than the DFT-
[B3PW91]-optimized ones. The reason is not clear. It is noted
that no clear relation between tlievalue and the lone pair
orbital energy is observed; for example, the lone pair orbital
energy of PMg s lower than that of Pkt and the¢ value of
C*(Me) js smaller than that of €. On the other hand, the lone
pair orbital energy of Pitis lower than that of r; but theg
value of GEis slightly larger than that of €. These results
suggest that neither extrapolation nor interpolation can be
applied to optimization of thé€ value; in other words, thé&
value must be optimized independently for eachs.PR

4.2. Application of the FOC-QCP Method to the Reductive
Elimination Reaction of Ethane from M(Me)2(PRs)2 [M =
Ni, Pd, or Pt; R = H or Me]. This reaction was investigated
with the CCSD(T), MP4(SDQ), and DFT[B3PW91] methods,
where DFT[B3PW91]-optimized geometries were employed; see
Figure 2 and Figure S1 for the geometry changes by the
reductive elimination from M(MeJPMe;), and M(Me)(PHs)2,
respectively.

A. Reliability of Computational Methods. Before starting
to examine the performance of the FOC-QCP method, we wish
to investigate the reliability of computational methods such as
the RHF, MP2 to MP4(SDQ), CCSD, CCSD(T), and DFT-
[B3PW9I1] methods. Here, we employed £6 reduce the size
of the complex. For the nickel complex, the MP2 to MP4(SDQ)
methods present unreasonable results, as shown in Table 3. The
reason was previously discussed in terms of very large electron
correlation effects in the nickel complés Although the electron
correlation effects are expected to be small in a 4d metal such
as palladium, the MP4(SDQ) method presents considerably
different results from those of the CCSD(T) method. Moreover,
the activation barrier is considerably different among the MP4-
(D), MP4(DQ), and MP4(SDQ) methods. This significantly
large difference suggests that the MP4(SDQ) method does not
present reliable energy changes in the reductive elimination of
the palladium complex. In the platinum complex, on the other

cc-pVDZ basis sets were used, while for the other atoms, cC- hang, the MP4(SDQ) method presents similar results to the
pVDZ basis sets were employed. Solvent effects were also ccsp(T) method and the activation barrier is little different

considered with the PCM method using the integral equation
formalism where the temperature was taken to be 303.15 K.

All the calculations were performed with the Gaussian03
program packag®.To optimize the parameter of the FOC-QCP,
the STEPIT ver. 7.7 prograthwas employed in combination
with Gaussian03.

4, Results and Discussion

4.1. Frontier Orbital Consistent Quantum Capping Po-
tential (FOC-QCP) for PR3. Geometries and important geo-
metrical parameters of RHPMes, PEg, PPr;, and PBus are
shown in Figure 1. Their HOMO (lone pair orbital) energies
were calculated with the RHF and DFT[B3PW91] methods, as
shown in Table 1. The HOMO energy of Ri$ considerably
lower than that of PMgby about 1.5 eV, and the HOMO energy
becomes higher upon going from PM®e PBuz. This means
that, in a bulky phosphine such a®88B;, we should carefully
consider not only the steric effect but also the electronic effect.

Table 2 lists the parameters of the additional effective
potentials for each PRyroup optimized by the RHF and DFT-
[B3PW91] methods. In the parametrization of(@), three

among the MP4(D), MP4(DQ), and MP4(SDQ) methods. It is
also noted that the large activation barriers calculated with these
methods are consistent with the experimental result that the
reductive elimination reaction does not occur in the platinum
complex?” The reason was clearly discussed by Low and
Goddard*® From these results it should be concluded that the
MP4(SDQ) method presents reasonable results in the reductive
elimination of the platinum complex but does not in the
palladium and nickel complexes.

The DFT[B3PW91] method presents somewhat smaller
activation barriers and somewhat larger exothermicities than
does the CCSD(T) method in all cases. Although it is not clear
which of the CCSD(T) and DFT[B3PW91] methods is more
reliable, at this moment, we will discuss in section 4.4 that the
CCSD(T)-calculated results are much better than the DFT-
[B3PW91]-calculated ones.

Among these computational methods, the CCSD(T) method
is the most reliable. The computational cost of the CCSD(T)
method is, however, too large to be applied to the real system
with R = Me. The best way to present reliable results for the
reductive elimination is to employ the CCSD(T) method with

carbon atoms bound with phosphorus atom were treatedthe FOC-QCP method, as will be discussed below.
equivalently, whereas they are not equivalent, strictly speaking B. Energy Changes Calculated with the FOC-QCP Method.
(see Figure 1). This procedure is reasonable because theHere, we wish to discuss the performance of the FOC-QCP
difference among these three carbon atoms is small and themethod. The activation barriers and reaction energies calculated
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Figure 2. Geometry changes by the reductive elimination of ethane from M{@b®)es). (M = Ni, Pd, Pt) optimized with the DFT[B3PW91]/
BS-1 method. Bond lengths are in angstroms, and bond angles are in degrees. Uppeki. Mliddle: M = Pd. Bottom: M= Pt.

TABLE 3: The Activation Barriers ( E;) and the Reaction
Energies (AE) of the Reductive Elimination Reaction of
CzHe from M(Me) 2(PH3)2

Ni Pd Pt

method Ea AE  E.  AE E AE
RHF 61.7 —0.8 341 —485 617 —23.3
MP2 —64.1 —823 219 -17.6 444 0.8
MP3 675 281 334 —239 560 —7.7
MP4(D) ~55.9 —77.6 261 —225 50.0 5.0
MP4(DQ) ~72.0 —975 247 —256 505 —6.0
MP4(SDQ) -86.2 —110.8 18.7 —27.0 495 —4.9
ccsD 272 —2.9 309 -221 544 52
CCsD(T) 18.7 —65 295 —18.0 520 —20
DFT[B3PW91]  17.7 -13.8 260 —26.8 481 —9.0

TABLE 4: The Activation Barriers ( E;) and the Reaction
Energies (AE) (kcal/mol) of the Reductive Elimination
Reaction of GHg from M(Me) 2(PR3)

B3PWO1 MP4(SDQ) cCsD(T)
R E. AE E  AE E. AE
M = Ni
Me 204 —-14.0 —83.6 —109.9 N/A N/A
H 17.7 —138 —86.2 —1108 18.7 —6.5
CHMe) £(RHF) —  —945 —1259 203 —4.9
CHMe) £(B3PWOL) 202 —135 —835 —1147 21.8 -5.2
M = Pd
Me 307 —26.4 228 —249 NA N/A
H 260 —26.8 187 -27.0 295 —18.0
Cive) £(RHF) - - 18.7 —259 318 —14.8
CiMe) £(B3PWO1L) 203 —249 198 -264 32.8 —15.1
M = Pt
Me 516 —11.7 533 -50 NA NA
H 481 -90 496 —49 520 -2.0
CHMe) £ (RHF) - - 508 —47 545 —0.3
CMe) £(B3PWO1) 519 -96 522 56 560 -1.2
CiMe) + SRCE(RHF) - - 521 —57 545 -11
CiMe) 4 SRCE(B3PWOL) 51.2 —11.9 522 —65 560 —2.0

with the FOC-QCP method are listed in Table 4, where the R
= C*Me) represents that the methyl groups of RMare
substituted for &Ve), and theZ(RHF) and;(B3PW91) represent
the ¢ values determined by RHF and DFT[B3PW91] methods,
respectively. As shown in Table 4, the DFT[B3PW91]-
calculated activation barrier of the R C*Me) system agrees
well with the activation barrier of the real system, where the
erroris 0.2, 1.4, and 0.3 kcal/mol for Ni, Pd, and Pt complexes,

P-Pt-P = 90°

P-Pt-P = 180°

-3.0
-3.5

Pt(PM 03)2

a0l 1 PHPC M9y,

Pt(PH;),

7.0 - - -
180 170 160 150 140 130 120 110 100 90
P-Pt-P angle (degree)

Kohn-Sham orbital energy of d, (eV)

Figure 3. The molecular orbital (KohnSham orbital) energies of
HOMO of Pt(PR), (R = Me, H, and G™¢)) vs the P-Pt—P angle.
The DFT[B3PW91]/BS-2 method.

discrepancy becomes considerably small by making a steric
repulsion correction, which will be discussed below.

The MP4(SDQ)-calculated energy changes of the &*(Ve)
system are compared with those of the real system in the
platinum complex, because the MP4(SDQ) method presents
reliable energy change in the reductive elimination of the
platinum complex but not at all in the reductive elimination of
the nickel complex. The MP4(SDQ)-calculated activation barrier
and reaction energy of the R C*Me) system agree well with
those of the real system (R Me), when the;(B3PW91) value
is employed. On the other hand, the use of ¢(iRHF) value
leads to moderate underestimation of the activation barrier.
Similar results are observed in the Pd complexes with'¢
From these results, it is concluded that @{83PW91) value
should be used in the post HF calculation.

The activation barriers calculated with the CCSD(T) method
are always larger than those of the DFT[B3PW91] and MP4-
(SDQ) methods; for example, in the platinum complex withsPH
the activation barrier is calculated to be 48.1, 49.6, and 52.0

respectively. These results indicate that the FOC-QCP cankcal/mol by the DFT[B3PW91], MP4(SDQ), and CCSD(T)

reproduce well the electronic effect of PMe the DFT-
[B3PWO91] calculation. In the PHmodel system, on the other

methods, respectively. The system with=RC*(Me) reproduces
well this trend. Similar results are observed in the nickel and

hand, the DFT[B3PW91] method presents somewhat smaller palladium complexes with PH for instance, the activation
activation barriers than those for the real systems; the error isbarrier is calculated to be 17.7 and 26.0 kcal/mol for the nickel

2.7, 4.7, and 3.5 kcal/mol for Ni, Pd, and Pt complexes,

and palladium complexes, respectively, with the DFT[B3PW91]

respectively. These errors are not different very much betweenmethod and 18.7 and 29.5 kcal/mol, respectively, with the

PH; and PCGMe); systems but not negligibly small. The DFT-
[B3PW91]-calculated exothermicities of thesRC*(Me) system

CCSD(T) method. The DFT[B3PW91]-calculated exothermici-
ties are always larger than the CCSD(T)-calculated values in

are also moderately smaller than those of the real system. Thisboth PH and PGMe); systems. For instance, the DFT[B3PW91]
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-6.33 eV -7.17 eV -6.37 eV

Pt(Me),(PMe,), Pt(Me),(PH;),  Pt(Me),(PC*Me),),
Figure 4. Bonding orbitals and orbital energy (KohSham orbital) of Pt(Me[PRy).. Surface value is 0.05 au. The DFT[B3PW91)/BS-2 method.
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: -~ TABLE 5: The Steric Repulsion Correction of the
method overestimates the exothermicity by 7 to 9 kcal/mol for Activation Barrier ( E,) and the Reaction Energy AE)

the PH complex and by 8 to 10 kcal/mol for the P (kcal/mol) in the Reductive Elimination Reaction of GHg
complexes, compared to those of the CCSD(T) method. The from Pt(Me) 2(PMes)2

MP4(SDQ) method similarly overestimates the exothermicity, CHMe) ¢ (RHF) CMe) ¢ (B3PWOL)
compared to the CCSD(T) method in both Pahd PCGMe),

complexes. From these results, it is concluded that the FOC- method Ea AE Ea AE
QCP method can reproduce well the energy changes of the real B3PW91 - —0.7 —2.3
system and that the CCSD(T) method with the FOC-QCP '\R/g; _%i :g-% _%51 :g'g
presents better results of this type of reductive elimination \;ps3 0.0 ~09 0.0 ~08
reaction than the DFT[B3PW91] and MP4(SDQ) methods. MP4(D) 0.0 -1.0 0.0 ~0.9
C. Electronic Effect of PC¥*Me); We also examined if the MP4(DQ) —0.1 -11 0.0 -0.9
electronic effect is reproduced well by the FOC-QCP method. MPA(SDQ) —01 -1.0 0.0 —0.9
Figure 3 shows the frontier orbital energy of PtgpRR = cesb —01 —nd 0.0 09
CCSD(T) 0.0 —-0.9 0.0 —-0.8

Me, H, or G'™e)) as a function of the PPt—P angle from 180
to 9C°, where the KohrSham orbital energy is given. The  ghown in Scheme 3. In this procedure, total energy is represented
frontier orbital energy of Pt(P¥k is considerably different from by eq 6,

that of Pt(PMe), due to the difference in the lone pair orbital

energy between PHand PMe. However, the orbital energy of E=Eyc + Ers— Eus (6)
Pt(PCVe)), as well as its dependence on the ®—P angle
agrees well with those of Pt(PMe. In Pt(Mek(PRs), (R =

where the subscripts MC, RS, and MS represent model complex,
Me, H, or G™e)), the FOC-QCP method also reproduces well

- : SULE real substituent, and model substituent, respectively. The dif-
the energy of the PtMe bonding o_rbltal, as shown in Figure  farance of the latter two terms of Scheme 3 and eq 6 corresponds
4, while the orbital energy of the simple model Pt(M&)). to the steric repulsion correction. This evaluation is similar to
is considerably different from that of the real complex. Because t not the same as the ONIOM method, because the latter two
this Pt=-Me bonding orbital mainly participates in the reductive tarms of Scheme 3 and eq 6 do not include the active region in
elimination, it is necessary to reproduce correctly the energy g procedure. This is also similar to the G2 metffad some

level and the shape of this molecular orbital. This is the reason extent; remember that the G2 method incorporates the basis set
why the activation barrier of the simple model is different from gffects as the difference between MP2 calculation with basis
that of the real system but the FOC-QCP method can reproduceggts of high quality and those with basis sets of low quality.
well the activation barrier and the reaction energy of the real | the platinum complex Pt(MglPMes),, the SRC is

system. calculated with the various computational methods (Table 5).

4.3. Energy Change of Reductive Elimination of Ethane All the SRCs are negligibly small except for the reaction energy
from Pt(R1)2(PR%), [R! = Me, R2 = Et, 'Pr, and Rl = H, (AE) calculated with the RHF and the DFT[B3PW91] methods.
R2 = 'Bu] with Steric Repulsion Correction (SRC). The steric It is noted that the reaction energy calculated with the DFT-

effects of two PMe groups are not included in the above [B3PW91] method is considerably improved with this SRC; for

calculation with the FOC-QCP, because the steric effect is not instance, the error of the DFT[B3PW91]-calculated reaction
large in PMe. However, the steric repulsion must be taken into energy is 2.1 kcal/mol without the SRC but decreases to 0.3
consideration for bulkyert-phosphine. We wish to propose here kcal/mol after the SRC, as shown in Table 4, which agrees well
a new procedure for the steric repulsion correction (SRC), as with the reaction energy of the real system. Interestingly, the
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Figure 5. DFT[B3PW91]/BS-1-optimized geometry changes by the reductive elimination reactiogHeffl@m Pt(Me)(PE%), and Pt(Me)(P-
Pr3), and that of H from Pt(Me}(PBus).. Bond lengths are in angstroms, and bond angles are in degrees.

SRC is almost the same in the MP2 to MP4(SDQ), CCSD, and TABLE 6: The Activation Barriers ( E;) and the Reaction

. anergles AE) (kcal/mol) of the Reductive Elimination
CCSD(T) methods because the systems calculated in the SRCQReaction of GH; from Pt(Me) »(PEts), and Pt(Me),(PPra),
do not include the transition metal element. This means that and H, from Pt(Me),(P'Bus),, Where the SRCs Are

the MP2 method is useful enough to evaluate the SRC. Calculated with the MP2 Method

The reason why the SRCs are large in the RHF and DFT- B3PWO1 MP4(SDQ) CCSD(T)
[BgPWQl] calculations is easily understood in ter.ms of the weak R E. AE E. AE E AE
point of these methods; these methods cannot incorporate well = 1l 23wl 129 NA VA
dispersion interaction, indicating that the steric repulsion is CHED 479 145 479 —107 518 -9

over_estimated. Tr_\e(B3PW91) value provides better activation  ~uey 1 src 436 -—225 463 —136 502 -88
barrier and reaction energy than does tiRHF) value after _
the steric repulsion correction, too. g’#rapr) 2183'3 _ig-g %Aﬂr N/l'; o E/ZAS N/7A8

In more bquy Ilga}nds such as REPPrs, or PBus, the SRC CHP) L SRC 452 —242 487 —148 529 —97
becomes crucially important, as expected. We calculated the
activation barrier and reaction energy of the reductive elimina- ‘B#L({Bu) 67 —63 NA NA N/A — NIA
tion of C;Hs from Pt(Me)(PEg), and Pt(Me)(PPr), and the g#(tBu)Jr SRC 97'62 :3'8 gg —0642 110261 _‘;'::’1
reductive elimination of Hfrom Pt(H)(PBus), (see Figure 5) ' ' ’ ' ' '
with the DFT[B3PW91], MP4(SDQ), and CCSD(T) methods. MP2 method. Also in the Pr; and PBuz complexes, the SRC
As shown in Table 6, when the SRC is not included, the significantly improves the activation barriers and reaction
activation barrier and the reaction energy of the mod#&FC energies in the DFT[B3PW91] calculation. For théB@
are considerably larger than those of the real complex by 4.8 complex, Morokuma and his co-workers previously reported
and 7.8 kcal/mol, respectively, in the DFT[B3PW91] calcula- the energy change of the oxidative addition oftbl Pt(PBus).,
tions. However, the activation barrier and the reaction energy which is the reverse reaction of reductive elimination
with the SRC (see the column of*€ + SRC) agree well  investigated here, by using ONIOM2(MP2:MM3and ONIOM3-
with those of the real system, where the SRC was evaluated(CCSD(T):MP2:MM3) method&! In those works, the acti-
with the DFT[B3PW91] method. Also, the MP4(SDQ)- vation barrier and the reaction energy were calculated to
calculated activation barriers and reaction energies with be 8.5 and—6.0 kcal/mol, respectively, by the ONIOM2-
SRC agree well with those of the real system (Table 6) in the (MP2:MM3) method, and 10.1 anél4.1 kcal/mol, respectively,
PEg complex, where the SRCs are evaluated with the by the ONIOM3(CCSD(T):MP2:MM3) method. Interestingly,
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Figure 6. Geometries of [RhCI(IPr),]2 1, RhCI(PPr), 2, RhCI(PP13),(CO) 3, RhCI(PPr3),(H). 4, RhCI(PPr)2(N,) 5-end-onand5-side-on and
RhCI(PPr3)2(C,H4) 6 optimized with the DFT[B3PW91]/BS-1 method. Bond lengths are in angstroms, and bond angles are in degrees.

TABLE 7: The Monomerization Energy of [RhCI(PPr3),], 1 and the Coordination Energies of CO, H, N, and C;H4 to 1
Calculated with the DFT[B3PW91] (in Vacuo), DFT[B3PW91] (in Toluene), DFT[B3PW91)/CP + SRC, and CCSD(T)/C/P)
+ SRC Methods (kcal/mol)

B3PW91 B3PW91 B3PW91 CCSD(T)
real real CH*PM+ SRC CHiPp + SRC

(in vacuo) (in benzene) (in vacuo) (in vacuo) expft
[RhCI(FPr);]> 1 — 2RhCI(PPr); 2 125 12.7 13.6 33.0 > 17.84
(1/2)[RhCI(PPr3)2] 2(s0in) + COg) — 3(soln) —49.6 —47.9 —52.1 —37.9 —39.3+ 0.7
(1/2)[RhCI(PPF3)2] 2(soin) + Haz(g) — 4soin) —23.4 —22.2> —25.0 -20.3 —23.6+ 0.6
(1/2)[RhC|(PPI’3)2]2(SO|n)+ N2(50|n)—’ 5-end-or150|n) —-18.4 —18.5 —23.6 —-9.2 —76+0.7
(1/2)[RhC|(PPI’3)2]2(SD|n)+ N2(so|n)" 5-side-oqso|n) -1.9 —2.8 —-6.3 +6.1 ' ’
(1/2)[RhCI(PPr3)2] 2(s0in) + CoHagsoln)— B(soin) —18.4 —21.0 —20.0 —18.7 —15.9+ 0.6°

2 AH values (kcal/mol) determined by calorimetrical method and/or by equilibrium methidte energies of CO andjtinolecule are calculated
in vacuo.¢ This value is lower limit determined by spectroscopic observation (see ref B&ference 53 Reference 53b.

the CCSD(T) method with the FOC-QCP SRC presents  solvent is nonpolar benzene, indicating that the CCSD(T)-
almost the same activation barrier as and a similar re- calculated value in vacuo can be compared with the experimental
action energy to those of the ONIOM3(CCSD(T):MP2:MM3) results.
method. The endothermicity of the monomerization was experimen-
At the end of this section, we wish to mention that the tally estimated to be larger than 17.8 kcal/mol in benzene at
computational cost is considerably reduced by using this FOC- 303.15 K322 The DFT[B3PW91] method, however, presents
QCP method. The MP4(SDQ) calculation of the real complex much smaller destabilization energy by the monomerization of
(R = Et) needs about 30 h with 2 cpus of Itanium 2 (1.60 GHz), 1in both vacuo and benzene than the experimental lower limit.
while that of the model complex (R C*EY) needs less than This DFT[B3PW91]-calculated result seems incorrect, as fol-
10 min with the same machine. To evaluate the SRC, we needlows: The DFT[B3PW91] method overestimates the steric

to perform the MP2 calculations of six ethane molecules and "€Pulsion by bulky ligands between two monomers because the
six C*E9—H systems, which require 17 min and 2 s, respec- dispersion interaction cannot be taken into consideration well

by the DFT[B3PW91] method. This means that the DFT-
[B3PW91] method underestimates the stability of dithexhich
leads to underestimation of the destabilization energy by the
monomerization ofl. On the other hand, the CCSD(T) method
with the FOC-QCP and SRC presents much larger monomer-
ization energy, which agrees well with the experimental

tively.5?

By employing the FOC-QCP method with the SRC, the steric
effects of the bulky substituent groups can be effectively
considered at the MP2 level and the electronic effects of the
real ligands can be incorporated well in the calculation at the
CCSD(T) level.

value.
4.4. (iZCSD(T)—CaIcuIatgd Monomerization Energy of In RhCI(PPr)a(H,) and RhCI(FPr)x(CoHa), the DFT-
[RhCI(P'Prs)2], and Coordination Energies of CO, H, N, [B3PW91]-calculated coordination energies agree well with the

and CzHy to [RhCI(P'Pr3)z],. It is worth making comparison  experimental results. However, it is likely that this agreement
between the theoretical energy change calculated by the FOCs a fortunate accident as follows: The dinlewas taken to be
QCP and the experimental value. The monomerization energythe standard of the coordination energy and the DFT[B3PW91]
of [RhCI(PPr3);]2 1 to RhCI(PPr3), 2 and the coordination  method underestimates the destabilization energy by the mo-
energies of CO, b N, and GH4 with [RhCI(PPr3)]2 were nomerization ofl, as discussed above. These results indicate
experimentally reported previoustyWe evaluated these ener-  that the DFT[B3PW91] method underestimates the interaction
gies by the DFT[B3PW91] and CCSD(T) methods with the energy of a small molecule such as lnd GH4; with a
FOC-QCP, where their geometries were optimized with the DFT monomer RhCI(fPr),. In other words, the DFT[B3PW91]
method, as shown in Figure 6, and the SRC was calculated withmethod underestimates the destabilization energy by the mo-
the MP2 method (see Table 7). We wish to mention here that nomerization ofl and the stabilization energy by the coordina-
the solvation effect is very small in these reactions because thetion of a small molecule with RhCI{Pr),, which leads to the
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5/ co Hz  Nyend-on CyH, M(Me),(PRs)2, because of their large sizes. This is the reason
why we need the FOC-QCP method.

To examine the performance of this FOC-QCP, we calculated
the activation barriers and the reaction energies of the reductive
elimination reactions of g5 and H from M(RY)2(PRZs), (M
= Ni, Pd, or Pt; R = Me for R2 = Me, Et, orPr; Rt = H for
R2 = 'Bu) with the DFT[B3PW91], MP4(SDQ), and CCSD(T)

- methods.
B3PW91/BS-2 (in vacuo) FH B3PW91/C#Pr) + SRC . L. . .
-20. S BIPW1/ES2 i toluene) Il CCSD(TY/CH™ + SRC In the reductive elimination reaction of ethane from M(Me)

Figure 7. The error of the coordination energies (kcal/mol) of CO, (_PMeg,)z, _the model Ilgand_ PEel, re_produces well the _actlva-
Ho, No-end-on, and @Hs to [RhCI(PPr);], from the experimental ~ UON barriers and the reaction energies of the real reaction system
values. in all the computational methods employed here except for the
DFT[B3PW91]-calculated reaction energy of the’f€; system
fortunate agreement of the DFT[B3PW91]-calculated binding which somewhat deviates from that of the real system. However,
energy with the experimental value. the §teric repulsion correction (SRC) Igads to good.agreement
In RhCI(PPr;)z(N2), two coordination modes, end-on and of this DFT[B3PW91]-calculated reaction energy with that of
side-on, were experimentally reported by X-ray diffraction the PG and the real system. _
experiment$3 while the theoretical investigation at the HF level ~ In more bulky substituents such as t;, andBu, the steric
indicated that the end-on coordination mode was more stablerepulsion becomes crucially important to present correct energy
than the side-on mod¥é.Also, the DFT[B3PW91]-calculated ~ changes. The correction of steric repulsion is carried out by
coordination energies are18.4 and—1.9 kcal/mol for end-on calculating the substituent only, to which the MP2 method is
and side-on coordination modes, respectively, which clearly successfully applied because the substituent systems do not
shows that the end-on coordination mode is much more stableinclude the transition metal element.
than the side-on mode. However, both values do not agree with By using the FOC-QCP method combined with the SRC, the
the experimental result«7.6 + 0.7 kcal/mol). On the other ~ monomerization energy of [RhCIff3)]. and coordination
hand, the CCSD(T)-calculated coordination energy of the end- energies of CO, bl N2, and GH4 with the [RhCI(PPr3),]» were
on mode agrees well with the experimental value. calculated with the DFT[B3PW91] and CCSD(T) methods. The
It should be noted that the CCSD(T)-calculated coordination CCSD(T)-calculated monomerization energy and coordination
energies of CO, b N, and GH,; agree well with the energies agree well with the experimental value; the rms error
experimental results within the error of about 3 kcal/mol, while is 2.4 kcal/mol, which is much smaller than the rms error (7.6
the DFT[B3PW91]-calculated coordination energies consider- kcal/mol) of the DFT[B3PW91]-calculated coordination ener-
ably deviate from the experimental values, as shown in Figure gies.
7. From these results, it is concluded that the CCSD(T) method From all these results, we believe that the CCSD(T) method
should be applied to these complexes and that the FOC-QCPwith the FOC-QCP+ SRC is useful to theoretically investigate
method with the SRC can present reliable coordination the large transition metal complexes includitegt-phosphine.

1
(4]

[
-
(=)

Error from Experimental Value
(kcal/mol)
N
3

energies of such molecules as CO; Wy, and GH,4 with However, the gradient has not been implemented at this moment
[RhCI(PP1)2]>. and the SRC is not consistent with the geometry optimization.

Also, the FOC-QCP parameters are not presented for various
5. Conclusions tert-phosphines such as PGy = cyclohexyl), PP POMe;,

PF;, and chelate diphosphine which are often used in many
transition metal complexes. It is necessary to implement the
gradient and to present parameters for varigusphosphines.

Chemically reasonable models of PR = Me, Et,'Pr, and
Bu) were constructed to perform the highly sophisticated post-
Hartee-Fock calculations of the large transition metal com-
plexes. The important role of BRs a ligand is the-donation
to the metal center with its lone pair orbital (HOMO). Because
the strength of-donation, which relates to the strength of the
trans effect, is determined by the lone pair orbital energy, we
optimized the effective potential on the model atonf®g so
as to reproduce the lone pair orbital energy o PR = Me,

Et, 'Pr, 'Bu) with the RHF and DFT[B3PW91] methods. We
called this potential the frontier orbital consistent quantum
capping potential (FOC-QCP).

First, we investigated the reductive elimination of ethane from
model complexes M(MejPHs), (M = Ni, Pd, or Pt) with the
DFT[B3PW91], MP2 to MP4(SDQ), CCSD, and CCSD(T)
methods. Comparing to the CCSD(T) method, the DFT-
[B3PW91] method tends to underestimate the activation barrier
and overestimate the exothermicity of the reaction. The MP4-
(SDQ) method cannot be applied to the reductive elimination
reaction of the nickel and palladium complexes. In the reaction
of the platinum complex, the MP4(SDQ) method slightly (1) (a) Kameno, Y.; Ikeda, A.; Nakao, Y.; Sato, H.; Sakaki) Shys.
underestimates the activation barrier compared to the CCSD-Chem. A2005 109, 8055-8063. (b) Ikeda, A.; Nakao, Y.; Sato, H.; Sakaki,
(T) method. These results indicate that we must apply the S'J'(zp)h{;)' Er?;";n/xgwplll: 7;3:;;1% 6. Letl994 229, 175180
CCSD(T) method to this reductive elimination. However, the () perez_Jorda}’/J.’M.';’ Bgck)g’ A Qhém.yphysl Lettl995 233 134
CCSD(T) method cannot be applied to the real reaction systems,137. (c) Zhang, Y.; Pan, W.; Yang, W. Chem. Phys1997 107, 7921
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